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Abstract

A canonical resolution of the multlpli~lty problem

has been proven for U(3) and the present paper extends this
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1. Introduction:

Group theorcrlcal techniques are of the greatest importance in the

applications of unitary sytmnctryin quantum physics, and--in one fo~ or

another--the typical problem involves the construction of the unit tensor

operators (l!igneroperators) for the relevant group. For the groups {U(n)]

the construction of

known from the work

tensor operators is

matrix which brings

ary irreducible ~resentations) is

12)‘Vileconstruction of unitof Gel’fand among others~

equivalent to the explicit construction of the unitary

the general Kronecker product to diagonal form. As

is well-known the occurence of multiplicity Introduces ambiguity into this

reduction. The resolution of this multiplicity problem may be looked upon

as the problem of finding a suitable analog for tensor operators in U(n),

to the }!cylbranching law for un’irrepsin U(n), since it ,fs this branching

Iaw which validates the canonicalil resolution of the labelling problem

for vectors of an irrcp by means of the Gel’fand pattern.

(4)}or U(3) such a canonical resolution is known. Unit tensor operators

are canonically labelled by three arrays: a) the irrep carried by the

operatcr is labellud by [M~3,M23,M33] (which specifics the Young frwne)

b) the specific vector in the irrep is labelled by a Gel’fand pattern

(“12 1,111“’22)and c) the specific operator in the multiplicity set is labclled

’11by an ~erator pattern, (r12.-—— r12) whose weights specify the shifts-.— —.
final-H

‘tlitial Induced by the operator whenAi(~)=Mi3 i3
(m) illU(3).

The significallte

can best be seen frow

particularly, for the

sees that this normal

of the operator patterns (r) in

the normal form for unit tensor

projective matrix

form associates a

elements,(see

acting on”an iwep

effecting the resolution

operators(il:orc

cqudtioll(ll)below.)One

unique operator to cmh lexical
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~r~bD2(~~~)of the canonicaloperator pattern and effects a mapping: ~H,

d ))r
operator , .~ hl/

to a function (invariant under the group action) which vanishes

on all irrcps of the characteristic null space.
#2

It is conjectured that these features of the known U 3) resolution

generalize to 211 U(n). The purpose of the present pa!.~cris to shrw that

this conjecture is valid for all U(n) for all operators characterized by

maximal null space. An explicit cancnical construction of the denominator

()‘:’s) which characterizes all such operators is given in Sectionfunction C[ldl

III (see equation (18)). Knowledge of this denominator function suffices

to dctertnincthe operators themselves (confer Section 111, remark (7) ).

.

.-
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2, 2U(n) xU(n) ~U(n)A. The lwbeddfng U(n

The

{A}

We will use the tcchniquesof boson operators (Helscnberg group).

basic underlying Idea is the Jordhnwq: given a set of nxn matrices

over $, define the mapping:

,T:,~=(/f.) +A =X
lj , ‘p i,j

:Aij a,sj). (1)

where the {ai],{=l} for i:l,....n are boso,loperators obeying the defining

relations:

[al,aj
] = ‘Vj] =0; [Zi,aj] *6 ijv i=l,2,...,n (2)

The mapping; has the property that it preserves comnutatlon relations:

[A(l\ /1(2)]=[A(1),A(2)]OP.
Op Op

(3)

We can extend this concept by considering In place of the n component

boson the nxn boson operator al, or mtrixboson operutor A=(a~ ). These

n2 operators obey:

Two clifferentJordan maps are now defined:

n . .

‘1 ‘Jupp( ,’: (A)=(Aij) + JU(A)
‘:1 ‘ija~;~ “

(4)

(5a)

(5b)

60’thmaps preserve cogitation relations. Hotc that uZ2.Ju(?i)WI:;TA*C

LJ~I% 222 JR(A). Hence if the {A} are the generators of a fundamental irrep

of U(n), the extended Jordanmap yields generators of the gruup U(n)xU(n).

Letting (A) inciude the n2xn2 matrices of a fundamental irrep of U(n2) we

obtain generators for all totally symnetric Irreps of U(n2) adapted to tile

group decomposition: U(n2) ~U(n) x U(n).

.
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Let us now detmnine more explicitly the irreps dcf?ned by this procedure.

Using the elements of the matrix boson A as indeterminate, we consider

homogeneous polynomials as the basis. These are the boeon po2woDticZs,
(3)

denoted by:

()

(m’)
B [m] (A) ,

(m]
A

where A is the matrix boson (a~), and [m] denotes the Young pattern labels

[rnln,m2n,...,mnn] with (m) and (m’) being Gel’fand patterns of n-1 rows.

The operators J(li)acton the boson polynomials by commutation; by construction

the boson polynomials are the vectors denoted by the respective Gel’fand

patterns of the group.

E=x.PZG: If the Gel’fand patterns (m) and (m’) are maximal then

(6)

where a~”””k
.

.,.~ is the determinant formed from the k bosons a;, i,j~k.

(1) By construction the boson polynomials obey the product law:

(Ilerethe tiIde”denotes matrix transposition.)
(2) The boson variables A appearing in 13(A)are indeterminate. Ifwe

specialize A+U with U an nxn unitary matrix we see (from the product law)

that the l.l([m])(U) are finite dimensional unitary matrix represe~ltations

of U(n). (That they aefine irreps labellml by [m] follows from the acticn

of the c;lerators~(A).) We are, however, free to iliturpretthe indeter- “

minates A as elements of an arbitrary ncm-singular co?!plexIilatrix.Just
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8. The factorization lemna:

We have seen that this matrix boson realization involves the direct

product group U(n)xU(n ).

really involves the group

This defines an imbedding

One sees in fact that this buson realization

U(n2) and all totally symmetric irreps thereof.

of U(n) in the sequence of groups

U(n2) 3U(n) xU(n) 2U(n), in which, moreover, the irrep labels of the

two U(n) groups in U(n)xU(n) coincide [we denote this by U(n)*U(n)].

This structure is the analog to that exhibited by the tensor operators of

U(n), and we exploit this formal analogy to discuss the factorization lemna.”
:4)

Let IJ))
(M’)
[14]
(M)

denote a no dlized basis vector in an irrep space of U(n)*U(n).

notation, the first U(n) refers to the U(n) group with generators

In this

Ju(h)s

the second to the U(n) group with generators ~Q(A). These two U(n) groups

are isomorphic but distinct (and qmnuting); the placement of the indices is

m~rely a reminder as to which gfoup Is which (“upper” vs. “lower”) - there

is no other implication.

The star signifies that the Casimir invariant of the irreps of these

two groups conicicle. Hence, both

(H) =
()
[:<]

am! (X’) -
()

(M’)\

(w h]

are Gcl’fmd patterns, the second one bsing inverted. The basis vectors may

also be written in the form

is an operator-valued polynomial on the set of boson operators A=(a~ }, the

symbol IO> denotes the vacuum ket, and /.’([14])is a function defined on

the higl]estweight tableau associated with the ir].ep[M]:

.
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The

are

M([Ml ) =

.

n )( -1
n (Nin+n-i)! ; (Min*l.ljn+j-l) (8)
1-1 x f<j=l

introduction of M-% defines the manner in

normalized.

The boson polynomials are clearly tensor

transformations In

the lower or upper

be billnear in the

which the basis vectors

operators with respect to

the respective U(n) subgroups of

Gel’fand pattern. As such, this

canonical Wigner operators which

U(n)*U(n), denoted by

operator relation must

are defined, respectively,

on the two U(n) groups. The factorizzt~on kma azacrts that the precise fmm

()
(x’) Nixw’’’-’”’ (,,

~ [H] (A) J z
(H)

where I:is an invariant operator of U(n)*U(n) which has eigen-value

(cf.eq.(!l))equal tott([ll]) foranarbltrary vector with labels (M]. The

indices f and u designate the fact that the Wigner operators act, respectively,

on the lo;;arand upper Gel’fancipatterns of an arbitrary vector of U(n)*U(n).

(Note that the two k!ignw operators conmte since they act in different spac*s.)

Ram%s:

(1) There is an impurtant special case of equation (9):

where the [Id] denote the (unique) fundamental Wigner operators. “It iS

this special

(2) The

to ca?culatc

case that accounts for the term “boson factorization”.

result in equation (9) is important not only in affording a method

Migner operators but also in showing that, at this stage, all

resolutions of the multiplicity arc equivalent (since an arbitrary orthogonal
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transfonnation leaves the (r; sum Invariant.)

(3) When we use the factorization Iensnabelow we will take the labels

(r} to be the canonical labelllng defined by null space.

C. Projective Operators

To simplify the discussion of the unit tensor operators in U(n) it

is useful to employ recursive methods and consider that all U(n-1) operators

a= known.

1. I

(r)
[!11

Wecan them consider projective operatore, (r’) , which are

scalar products in U(n-lj of unit tensor operators

0

(r] in

()

(.);1
U(n) and in U(n-1).

\
(1”)

[N]
n-l

Note that both patterns(~) and (r’) in a projective operator are

operator patterns.

It is a remarkable fact that the explicit matrix elements of all

extrwn31 #3 unit U(n):U(n-1) projective operators can be calculated from

a few simple rules of the pattern calculus.
(5)

In particular, this class of

explicitly known projective operators includes all elementary operators of

the f~r”m[ikb n-k] (a dot over a nulwr~l implies that the nunleralis repeated

a nu~her of times equal to the subscript), which themselves ?re a pro:%: Iuzcia

f
.~..,,tct~<.J~7zu(n) ?c}.dor opc.nati?l’Sm<,,1~q:.:;:.- ,- -

RC can now give a standard form for projective operators:

r()
[;11] NPCF Polynomial, (11)
(r’) =

— --
‘~ – Denom

()
Denor.,,,11. i n-1 ‘r’) “ .

.fhere:

(1) T~w p~lwmial is over the v~riables Pi,n.l~~ ,n-l+n-l-i of ‘he

U(n-1) subgroup with the variables pi ~ of the U(n) group as parameters.
9

(The leading term is normcd to 1.)
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(2) The HPCF (IJumeratur~attcrn ~alculus factor) Is an explicitly

known square root of a product of linear factors

(3) LJcn~ “-l(r’) is a (recursively) known

and defined on the U(n-1) subgroup.

.

in {Pi,n} and ~pi,n-l)~

function of the {Pi,n-ll

()(4) The denominator function DCnOM [M](r) is a function of the {Pi,nl

alone, which is Invariant under U(n) and totally synmtric under the S(n)

symnetry group permuting the {pi,n} variables

#

.-
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II1. Detennlnatlon of the DenomifiatorFunction for Operators havlnq I%xml
hll Space

We bcgln by recalllng the fern!of the factorization lemma, eq. (9), ,1

which asserted that the general boson polynanial could be viewed as a

(12)

Hext we use the general form for the maxifil boson polynomials ex-

pressed as a Cartan product of elementary operators:

()

(Imx)
B [MI (~~)= ; (~~~:::j~n-?~+ln ,

(E12X) k=l
(13)

Finallyws use the fact that the matrixelements of all elementary
(5)

op~rators are all explicitly known from the pattern calculus algorithm.

We use this Information “n the form:?k
12.,.k

Yk

= 1.+(z <[;.
a12...k k ‘n-k]> ‘ri,k ~n-~]’~~(-% “

(14)
Y~ uL7a~“ Unx

We introcluce’thisfo~m for eacfiof thb elemntary operat(ms appearing in

equation (13) abcve, and then equate the RHS of equation (12) to this result.

BefGrc writing out the resultant equation, we siI,:,fy it by making a

few observations:

(a) The op~rator i!canccis out on both sides and may be eliminated

(b) The boson operatovs in equation (13) all commute, hence we can—.

take a-i possible orders and divid~ the multinominalfactor:

f(L1. f . ) “ }[iLl ! / : (}!j.,l-}fi-,.l,l) !
(15)

S“l

where u denotes a product ofelerentarY operators, with the sum over

all pc)ssibleorders with all possible shifts.

To simplify the problemwe convert both sides h’?equation (16) into

pro.icctionoperators by taking the scalar product with the unique

nmxirml U(n-1) operator of maxiwal shift., Since for these operators

tbe pakterns simply add, we may use the appropriate product decomposition

on tl:cRHS.
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tienow cme to the essential idea: to detirm~fiethe nul1 space OJ

a un;t tensor ~erator i~ need only the denomln~tor function for that-—...--— -
operator. i%meover this denominator function is dependent SOICIY on the

llJj invariant labels [H].

Next we recognize that Equation (17) taken between fixed initial

and final states is an algebraic identity valid for arbitrary values of the

Indetcnninates.

Accordingly, we will consider Equation (17) to be taken between fixed

initial and final irrep labels and apply the pattern calculus rules.

Wesketch the derivation now by a series of conrnents:

(1) Since the U(n-1) operator has maxima? shift there is but

one way to write the required shift in each elementary operator (U(n-1) part).

By contrdst. the shift in U(n)--since a general shift--has many ways

of being written.

(2) We nWJ let Pn-l●-l become large and positive for each

elementary operator on the-RHS. (We take pn.l,n-l in both upper and lower

ir:+epsto be large.) Now observe that for caciz clcrncntaryoperator

the Iiclitis independent of the shift Yk. (Recall that the U(n-1) shift—..—
is fixed.)

(3) We repeat the limiting operation for each of the pi “-1 varinb!es

in turn, keeping the overall powers of these variables.

(4) Since we perform the limits in both the upper and lower patterns

all phases are positive.

(5) The net result is that al1 numerator pattern calculus factors

and U(n-1) pattern calculus denominators become independent of the shifts

in U(n), and indcnendent of where the~_aypear in the product.—
(6) Clearly the RHS approaches a single result, ~.~. , the space

of operator patterns in U(n) becoms l-dimensional.

(7) From (6) it follows that the LIISis restricted to a sinqle term.

We iclcntifythis term as the pattern rs of qreatest null spas. (This..—.. —-
idectification requires proof, see remark (2) below.)

.
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,,

(8) All limiting factors cancel on both sides lcavinq only the

.dermnim~torfunctions in U(n).

“The“netiesult of these observations is to va1idate the following

form for the denominator function for the general unit tensor operator

()”
..

“Hl fn~(n) having maximal null s;ace (denoted by the “stretched”

operator patten rs), Q. remark (tr)below.)

Path sum formula:

Wfikre:

(a) the product denotes a product of squares of elementary.denominator

operators in any order subject to the c~nstraint that p~eciselY Mk,n-Mk.l,n

operators be of type [Ikhn-kl for every k (k = 1,2, . . . n), where

the hlinare the Young frame labels of t!leteaser oP@pator [Ml (and Mn+l,n~ O);

{b) the product n acts oilthe Irrep labels [m]n of the state

vector in l!(n);

(C) the z over all paths denotes a sum over all s~quences of

operator pattern labels {Yi} of the denmlinator ~perat~rs subject to the

const.rn!ntthat the st,iftsL(y;) induced by the clperatorsobey tilerule:

\- .

(19).

that ii, the to~dl shift induced by the product agrees with the shift asso-

ciated v~itllthe tensor operator

(1) For simplicity a purely numerical normalizing factor has

been ~ilittedin the pdth sum formula.

*
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(2) To validate that this result corresponds to maximal null space

one observes that the path sum formula has precisely those linear

factors in the denominator (poles) corresponding to the set of lines
\6)for the op~rak)r‘inthe intertwining nunber-null space diagrali

with largest null space.

(3) The path sum formula agress with all prwsviouslydetermined

special cases of the stretcheddenomina~or function.In particular,

it agrees with all U(2) denominator functions, with all stretched .U(3)
(7)denominator funCtiOns, and with all stretched U(n) denominator

(8)functionsfor the adjoint-type operatr%.

(4) Stretched patterns in U(3) have the ctlfferencer12-r22

as large as possible, consistent withA (~ fixed. “Stretching”

in U(n) is less geometrically obvious and corresponds to having the

largest dimension of the irrep denoted by [~lk . . .i’~k] for

each k=l,2, . . . n-1, consistent with the constraints of

lexicality and A(I’)fixed, It can be shown t$at this operator pattel-il-- “

denotes by (rS)--is unique.
.

(5) The denominator function determined by tilepath sum

formula has the general form:

[denom. fcn.]-2 =
eiaJ’–pro uct of llncar factors 9

The polynomials dstermincd in this way constitute a r:ewfamily of

special functions with remarkable properties, currently under investi-

gation!g) These polyno~:ialsare invariant under the original U(n) group

(as is obvious) and are totally symnatric unclcrthe S(n) group permuting

the variztiles{pin] . In barycentric n-space, the polynomials are

positive in the lexical region alldcharactcrized (in the lexical region)

by a simplex of zeroes.

(?(6) It is rema~”kable.that the oper~tur ‘[’s)tself is detet~lined
[H]

lJyknowledge of thedenominatorfunction. This corresponds to the

fact that boundary Racah functions (those relajing to maximal final irreps)

are mocomials determined by the corresponding (known) denominator

functions.Hcnc~ RJcah -coupling of the sequcncc of elcmuntary operdtors in

the Cartan product suffices,

.

.
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(7) As a concluding remark, let us observe that knowledge (in

principle) of the mnximal null space operator allows us to

remove this operator from the sllmover r patterns in equation (18).

In principle, therefore we are in a position to iterate the process—.
that led to

cperator in

correct and

be made, as

problem.

determining the (l’s)operator, th~reby determining the next

the sequence, etc. This iteration process--though basically

feasible--is not yet fully understood and no claim can

yet, to having completely resolvpd the general multiplicity

.,
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FOOTNOTES

#l. Canonical here means no free choice towlthin equivalence
under the Heyl group.

#z. The characterl~tic null space consists of complete irreps; this
distinction eliminates from consideration accidental vanishing on
particular vectors (which are basis dependent) and known to occur.

#3. An extre~lal&l’fand pattern iS one in which the weights are a
permutation of the irrep labels {m].
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